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NSF Funded in 2005

535 Terabytes Lustre storage

24 Servers with 10Gb NICs

Short term storage

http://www.flickr.com/photos/shadowstorm/404158384/
http://www.flickr.com/photos/dvd5/163647219/
http://www.flickr.com/photos/vidiot/431357888/

The Data Capacitor Project



Based on Lustre Filesystem

• Open Source

• Many thousands of client systems

• Petabytes of storage

• Over 240 GB/s I/O throughput at ORNL

• Scalable

– aggregates separate servers for performance

• Standard POSIX filesystem interface



Data Capacitor as Central Filesystem



10 Gb Lustre WAN

977 MB/s between ORNL and IU

Using a single Dell 2950 client

Across 10Gb TeraGrid connection



2007 Bandwidth Challenge Win:

Five Applications Simultaneously

• Acquisition and Visualization
– Live Instrument Data

• Chemistry

– Rare Archival Material
• Humanities

• Acquisition, Analysis, and Visualization
– Trace Data

• Computer Science

– Simulation Data
• Life Science

• High Energy Physics



Bandwidth Challenge Configuration



Challenge Results



IU’s Data Capacitor WAN Filesystem

• Funded by Indiana University in 2008

• Put into production in April of 2008

• 360TB of storage available as production 

service

• Centralized short-term storage for nationwide 

resources, including TeraGrid

– Simplifies use of distributed resources

– Projects space exists for mid-term storage



Transfer and Analysis of Ice Sheet Data 

(CReSIS)

Antarctica



Dense Matter Research with DC-WAN



Gas Giant Planet Research



Data Capacitor WAN



100 Gbit Testbed
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100 Gbit Testbed – Wide Area Project File Systems

GPFS



100 Gbit Testbed – Uni-Directional Efficiency

Unidirectional Lustre: 11.79 GByte/s (94.4%)

TCP/IP: 98.5 Gbit/s (98.5%)

Link: 100 Gbit/s (100.0%)



100 Gbit Testbed – Full Duplex Results
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